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ABSTRACT
In this article, the question of language is considered from the perspective of safety
science, as a marker of potential limitations in current risk management practices in
high-risk industries. Our main concern is understanding how the language used in
daily risk management practices may serve or disserve the prevention of major
accidents, as well as what opportunities being aware of such language may yield
for improving current practices. We propose 10 different ways of assessing the
strengths and limitations of risk management practices through the lens of the
language in use. Our main intention is to clarify what characterizes the language
of complexity, and how it may contribute to a more functional approach to the
prevention of major accidents on a practical level.
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1. Introduction

The starting point of this article is the recommendation of Dekker (2012) to ‘encourage a language, or a
perspective on accidents, that is more open to the complexity, the dynamics, erosion and adaptation that
marks socio-technical systems, than our thinking about accidents has been so far’. While there is much lit-
erature covering various issues concerning accidents and language, we note there is limited literature that
addresses how language can influence safety management practices. We therefore want to explore why this
recommendation may be necessary and how it could contribute to improving the prevention of major
accidents in practice.

Looking at the definition of language in the dictionary1, particular characteristics are interesting for our
purpose. Language is a system in itself and important functions concern the communication of ‘ideas or
feelings’. It has a structuring effect in a system, as it is composed of ‘conventionalized signs’ or ‘marks
having understood meanings’, thereby connecting those perceiving with some commonness in understand-
ing these conventions and meanings. Thus, our layman understanding of language is that it is a system
that supports important processes in a socio-technical system and that influences the functionality of
these processes.

Turner (1976), Rasmussen (1997), Perrow (2011), Weick and Sutcliffe (2011), Dekker (2012) and
Hollnagel (2014) have all been concerned with recurrent patterns at the source of major industrial acci-
dents. They converge in pointing to assumptions that lie at the basis of risk management practices, and in
institutional settings, reinforcing and maintaining erroneous assumptions. These are systemic issues that
are often difficult to expose through traditional risk assessments, accident investigations, performance
monitoring or audits. It is therefore interesting to look at how language contributes to forming assump-
tions and processes in risk management practices and how it contributes to common beliefs.

CONTACT Ingrid Årstad ingrid.arstad@ptil.no Petroleum Safety Authority Norway, P.O. Box 599, 4003 Stavanger, Norway
� 2018 Institution of Occupational Safety and Health

POLICY AND PRACTICE IN HEALTH AND SAFETY
2018, VOL. 16, NO. 2, 158–176
https://doi.org/10.1080/14773996.2018.1468005

http://crossmark.crossref.org/dialog/?doi=10.1080/14773996.2018.1468005&domain=pdf
http://www.tandfonline.com


www.manaraa.com

Power (2007) argues that the management of risk critically depends on systems of representation.
Language is such a system and it permeates the representations of most aspects of a socio-technical sys-
tem. Language can therefore inform about risk management practices, their environment and their
dynamics. It makes provision for discussing the framing of current accident prevention practices, what is
in the framework and what is not, who is in the framework and who is not. It enables assessments of the
perspectives and models in use, of assumptions, expectations and aspirations, of beliefs and values.

The primary aim of this article is to demonstrate that Dekker (2012) makes a pertinent recommenda-
tion when calling for a language of complexity, and we propose to articulate some characteristics for such
a language. We are particularly concerned with language in its context, how language affects and reflects
the framing of risk management practices and their improvement. We want to demonstrate how language
can be used in practice for clarifying the limitations of current risk management practices and targeting
beneficial tweaks and complements. Our assessments include:

1. The content of language, including the words and expressions that are used and not used in current
practice, how words are perceived and how accurate language is with regard to categorizing and
prioritizing.

2. The functions of language, including who uses language that is deemed important for the prevention
of major accidents and for what purpose, as well as the language used in norms, models
and heuristics.

3. The dynamics of language, including the context in which language is spoken and its ability to sup-
port disruptive intelligence in the system.

Although the assessments and conclusions are deemed relevant for any high-risk industry, examples
from the petroleum industry have been used.

The remainder of the paper has been organized as follows: Section 2 summarizes how we have
approached our subject and what sources we have used as central references in our work. We argue for
considering language as a marker of institutional settings and as a marker of disruptive intelligence. In
Section 3, we demonstrate how language may affect risk management practices and, in particular, their
ability to address the complex nature of major accidents. In Section 4, we discuss on this basis how being
aware of language may improve the prevention of major accidents and we propose 10 angles of approach
to this effect. The final Section 5 provides some conclusions.

2. Method

We use a qualitative approach that only considers language from the perspective of safety science.
We limit our scope on how language may highlight or obscure what is relevant and significant for pre-
venting major industrial accidents, and how language may be instrumental in bridging gaps in existing
risk management practices.

Given that major accidents are emergent phenomena in complex systems, we considered literature that
informs about the nature of such phenomena and the challenges these may represent, both in general and
in regard to the prevention of major accidents. For example, our assessments are based on literature from
Perrow (2011), Weick and Sutcliffe (2011), Dekker (2012) and Hollnagel (2014). We use an understanding
of the notion of risk, which is adapted to the management of complex systems, in line with Aven (2012)
and ISO 31000:2009 (2009a,b). Accordingly, risk contributions are deemed to emerge continuously from
the system, its environment and from how risk is recognized, understood and managed. Risk management
is considered to be integrated in other management processes and concerned with the challenges inherent
to the management of complex systems, as described by March (1994, 1999), Snowden (2005, 2011), Page
and Miller (2007), Power (2007) and Mintzberg (2013).
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Literature is used to identify convergent core themes and concepts that may lie at the source of sys-
temic issues. This provides a selection of topics that current practices may benefit from assessing. This jus-
tifies, for example, a focus on issues linked to system boundaries, linearity, contextualization, integration,
adaptation or self-reinforcement. It explains why we direct attention to assumptions relating to cause and
effect relationships, knowledge and management objectives. It explains why we look for dysfunctions such
as ‘chasing out disorder and uncertainty, looking for completeness, separating what is linked, unifying
what is diverse and maintaining a binary judgment (either/or)’, as summarized by Morin (2008). Thus,
the literature gives us both the language and references needed to frame our approach for linking the
question of language to the prevention of major accidents.

We also need some references for characterizing the language used in risk management practices. To
this effect, we use the current guidelines of the International Association of Oil and Gas Producers
(IOGP), ref IOGP1(2008), IOGP2(2011), IOGP3(2013), IOGP4(2012), IOGP5(2014), IOGP6(2016). These
are international standards for what is considered good practice in a global high-risk industry and are
assumed to reflect up-to-date standards as they have all been confirmed or issued after a major accident
(DWH in 2011). The selection of topics in our study is derived from the above-mentioned literature,
which relies on empirical studies that are not confined to the oil and gas industry. The selected topics con-
cern systemic issues about the prevention of major accidents, not technical or operational issues in a par-
ticular industry. On this level, practices in the oil and gas industry appear fairly representative of practices
in other high-risk industries.

The study of language is a vast domain that encompasses many different fields of expertise that are not
covered by this article. This article does not consider the semiotic aspects of language in risk management
practices. Thus, the methodical approach is not one of document and discourse analysis, as referred to by
Gee and Handford (2012). Although the meaning conveyed by some words and expressions and how these
are perceived in practice is discussed, this is not a formal study of syntactics, semantics and pragmatics.
When contemplating the recommendation of Dekker (2012) to develop a language of complexity, we have
considered language from the perspective of safety science, limited to the language linked to the preven-
tion of major industrial accidents.

Although lacking expertise in semiotics and linguistics, we still require some kind of understanding of
language in order to be able to discuss it in relation to risk management processes. We understand lan-
guage as a system that supports important processes in a socio-technical system and that influences the
functionality of these processes. We note, for example, that Cilliers (2002), Morin (2008) and Dekker
(2012) consider language to be a system of representations, such representations being the result of a web
of processes in an open complex system. Language is understood to be a medium for intrapersonal com-
munication (conceptualizing, thinking, reflecting, sense making, judging) and for interpersonal communi-
cation (more or less intentional transmission of representations – signal, inform, signify, instruct, argue,
share, connect, involve).

As reported by Meadows (2013), ‘we don’t talk about what we see; we see only what we can talk about’,
and although language cannot reflect a uniform model of reality throughout an entire socio-technical sys-
tem, nevertheless, it reflects areas of commonality in the system. Language is the vehicle for interactions
between shared and personal representations and it supports both shared and individual representations
of assumptions, expectations, aspirations, ambitions and identities. Language can be viewed as a marker of
institutional settings that condition risk management practices, reflecting and affecting a shared history,
shared experiences, shared models, shared beliefs and values.

3. How language may affect risk-management practice

In this section, we demonstrate that Dekker (2012) makes a pertinent point when he directs attention to
the importance of language in safety issues. We show how language may affect risk-management practices,
and in particular their ability to address the complex nature of major accidents.
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All assessments in this section examine the language used in artefacts of current practices such as
norms, standards or accident investigation reports, and appraise it in relation to references in literature or
empirical studies that reflect knowledge that is deemed reliable and compatible with the complex nature
of major accidents.

3.1. The vocabulary

We start by addressing how risk-management practices may be affected by the existing vocabulary and by
the absence of certain words. Words matter because they convey concepts, support representations, affect
understanding, assumptions, expectations, aspirations, and reflect models and institutional settings. They
may lie at the source of misunderstandings and mislead awareness, as well as affect judgements of values,
categorization and prioritization.

3.1.1. The existing vocabulary

A first angle of approach is to consider how crucial words are used in current practices and how they
affect the framing of risk-management practices.

It may, for example, be judicious to look more closely at the word ‘event’ as this word influences many
aspects of risk management. Some practices may impose dysfunctional restrictions on the prevention of
major accidents by limiting the notion of an event to a pre-defined list of initial accidental events that
may occur at an installation, addressing, for example, design or operational issues with a well, process
equipment, piping, electrical systems, ballast systems, positioning systems, lifting equipment, etc.

By contrast, the notion of an event could be used in line with its definition in ISO 31000:2009 as
‘occurrence or change of a particular set of circumstances’. This sets a wider framework on risk manage-
ment as it conveys an understanding that events are not necessarily pre-defined and do not necessarily
occur at an installation. It allows for recognizing the installation as an open system, thereby acknowledg-
ing the importance of occurrences or changes in institutional settings, or in what ISO 31000:2009 refers to
as the internal and external context of a system. This means paying more attention to risks inherent to
the external environment in which organizations seek to achieve their objectives. These may concern the
cultural, social, political, legal, regulatory, financial, technological, natural and competitive environment in
which high-risk companies conduct their business. This also means paying more attention to risks induced
by internal issues, such as policies, objectives, strategies, processes, capabilities (resources and knowledge),
communication, relationships, culture, norms, beliefs, perceptions and values.

Considering existing practices, it may become apparent that the notion of an event is, in effect, also
limited to acute, unlawful, unwanted and unplanned events or a chain of events that may cause loss of life
or damage to health, assets or the environment. Here again, the definition in ISO 31000:2009 allows for a
wider framing, as an event is not necessarily linked to the occurrence of something acute, unlawful,
unwanted and unplanned. It may consist of something that is not happening or that is happening slowly,
and it may consist of something unwanted and unplanned by some but wanted and planned by others.
Furthermore, an event does not necessarily have the direct potential of causing loss of life or damage to
health, assets or the environment. An event may have the potential of damaging the institutional settings
that enable the prevention of major accidents.

Other words that have often been highlighted as critical are ‘cause’ and ‘effect’. These may be used in a
way that exaggerate the prevalence of linear, proportional and predictable cause–effect relationships and
ignore contextual influences, recursive effects and emergent phenomena. This may also affect the use of
the words ‘error’ and ‘non-compliance’ by current practices. Management systems may be defined as the
cause of errors and non-compliance and indicators of good management would be the absence of errors
and non-compliance.

Such an approach may be limiting because normal occurrences may be defined as errors and defined
errors may trigger interventions in order to comply with pre-defined norms that may not be realistic or
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relevant. Gaps between the intended and the actual outcomes of decisions, between planned and actual
interventions, or between work as imagined and work as performed, may be defined by default as safety
issues. They may be reduced to errors of management and handled by default by increasing constraints,
norms and controls. Thus, how these words are used in practice may demonstrate a way of thinking, sys-
tematically idealizing what is knowable, predictable and controllable. This may encourage an over-reliance
on technical and administrative constraints, on compliance and control, promoting complacency and pas-
sivity. It may also hinder improvements and adaptation of current practices, as the prevention of major
accidents would be limited to predicting, norming, complying, controlling to identify errors or non-com-
pliance, and rectifying back to the pre-defined norms.

Disrupting the comprehension of existing words may be necessary. This could be supported by adopt-
ing more appropriate definitions (the definition of ‘event’ in ISO 31000:2009, for example) and/or by com-
plementing the existing vocabulary with new words that enable a better framing of risk management
practices. Ackoff (1999) uses the concept of producer-product in order to avoid the limitations of cau-
se–effect relationships. Hollnagel (2014) proposes looking for concurrences rather than causes and to treat
them as normal in order to focus on the need to adapt to what is, instead of pursuing what should be.
Snowden (2011) talks about the system’s dispositions with the intention of emphasizing ‘the evolutionary
potential of the present rather than seeking to achieve an ideal future state’.

3.1.2. The missing vocabulary

A second angle of approach is to consider what words are not used in current practice and where it is
beneficial to enrich the existing language. Terms like ‘risk owner’, ‘risk source’ or ‘risk attitude’ are used
in a risk-management standard such as ISO 31000:2009 but they may not be familiar within safety man-
agement practices. The notion of risk ownership is useful for addressing agency in the prevention of major
accidents. Paving the way for questions about who owns what risks allows for the mobilization of resour-
ces that are appropriate for recognizing and handling a sufficiently wide range of risks. It also allows for
the clarification of what needs to be common across risk owners and what needs to be different, what
needs to be pre-defined and what needs to be left to the discretion of a risk owner.

The notion of risk ownership promotes a responsible culture as it posits each individual and entity as
part of the problem and part of the solution for preventing major accidents. It also promotes a just culture
by positing some individuals and entities as pivotal because they decide upon the framework conditions
for many other risk owners. It promotes self-assessments, actualizing questions about the risks I own, the
risks I am responsible for recognizing and managing, the risks I reduce, the risks I take, the risks I induce
through my decisions, the lessons I need to draw from an accident, given my responsibilities in
the system.

The notion of risk source is also useful. It concerns ‘an element which alone or in combination has the
intrinsic potential to give rise to risk’. It makes provision for addressing risks inherent to events in the
internal and external context of a system, whether it is an operation, installation, entity or company. This
may be useful for dedicating attention to institutional settings that allow or suppress the emergence of
major accidents and may help clarify the role of different risk owners. It also makes provision for address-
ing risks inherent to the language that permeates risk-management practices.

The notion of risk attitude defines an organization’s general approach to risk, i.e. its general approach
to ‘whether or not risks are taken, tolerated, retained, shared, reduced, or avoided, and whether or not
risk treatments are implemented or postponed’. This term is useful for addressing framing issues and the
pivotal role of some risk owners in shaping beliefs, attitudes, behaviour or values that permeate risk man-
agement practices. It is also useful for articulating the notion that risk management is about taking risks
as much as reducing risks, including in matters that concern the prevention of major accidents. Reducing
a particular risk implies taking a risk, for example taking the risk of not reducing another risk; taking the
risk of reducing the ‘wrong’ risk taking the risk of reducing the ‘right’ risk inappropriately; taking the risk
that reducing the ‘right’ risk appropriately will have limited relevance over time; taking the risk of
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inducing a new risk, etc. Recognizing the limits and instability of what is known and controlled is defin-
itely valuable for avoiding complacency in risk-management practices.

Taleb (2012) uses the word ‘iatrogenic’, drawing attention to the negative consequences of a treatment,
such as the side effects of a medicine, for example. The best-intended interventions may become toxic to a
system safety. Some practices may, for example, overly rely on improving barriers at the sharp end of the
business, thereby obscuring and consolidating systemic issues, limiting the effectiveness of intended
improvements and unnecessarily complicating operations. The notion of iatrogenic is one that may be use-
ful for avoiding complacency in risk-management practices, by encouraging awareness about the behav-
iour of complex systems and the emergent nature of major accidents. It may help disrupt eventual
rigidities that reduce major accidents to component failures, seeking to prevent them by addressing one
event and one barrier at a time, as though the performance of a socio-technical system resulted from the
performance of each component individually. It may help disrupt eventual rigidities that focus awareness
on the risks reduced and deflect awareness from the risks taken and the risks induced. It may help disrupt
eventual rigidities that idealize the upsides of risk management and ignore that risk management practices
are also a risk source.

Conceptualization cannot be unified, either with or without new words and new definitions.
Furthermore, new words are seldom sufficient for changing existing understanding. However, the intro-
duction of new words and new definitions permits reflections and processes that often result in some
beneficial disruption of existing knowledge, perceptions or judgment.

3.1.3. Expressions

A third angle of approach is to consider whether some expressions may create misunderstandings. For
example, mentions like ‘in the operation’, ‘in the activity’ or ‘on the installation’ may be predominant in
norms pertaining to accident prevention and, in some areas, these redundancies may be dysfunctional.
This could establish a belief that problems and solutions in system safety issues are confined to the lowest
levels of a socio-technical system, thereby justifying business as usual in the rest of the system, with the
cementing of systemic issues that this entails. It is therefore pertinent to verify where such mentions are
pertinent and where they are not pertinent.

It may also be useful to consider the expression ‘risk of a major accident’. While it is a practical expres-
sion in risk-management conversations, it may reflect or create misunderstandings about the nature of
such accidents and about their management. It may convey ideas that are incoherent with the complex
nature of major accidents. For example, it may convey that a major accident is the result of the conjunc-
tion of component failures, that the risk of a major accident is tractable as such, that a risk analysis can
offer an adequate representation of that risk and that this representation is functional for taking the deci-
sions necessary to prevent a major accident. These are oversimplifications, as major accidents are system
issues, the risk of a major accident is not tractable as such and a risk analysis cannot offer an adequate
representation for preventing emergent phenomena. The prevention of a major accident cannot rely on
sequential formal analyses alone as it depends on continuous interventions and interactions in a socio-
technical system. The notion of ‘risk of a major accident’ will not characterize a precise risk, but the
potential resultant of these continuous interventions and interactions, many of them independent of each
other. Asking what the risk of a major accident might be is a question that may be expected be answered
in simple terms, and giving a simple answer may be tempting. However, expecting or giving a simple
answer may divert attention from the interventions and interactions that occur in a particular socio-tech-
nical system, their inevitable limitations, volatility and contradictions. It may divert attention from the
prerequisites for actually preventing a major accident.

3.1.4. The tone of words and expressions

A fourth angle of approach is to consider how words are perceived in current practices. Some words are
perceived as words that concern something beneficial to the prevention of major accidents, while other
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words are understood to characterize negative aspects of system safety. Words such as simple, standar-
dized, unified, predictable, control, compliance, order are usually perceived positively. By contrast, words
such as complex, error, unexpected, improvization, different or diverse may not be perceived as positive,
but rather as symptoms of a lack of control, issues that require a certain amount of correction. The tone
of words and expression reflects and affects the framing of risk-management practices, what is considered
normal, desirable and achievable. Such perceptions may have a detrimental effect on risk-manage-
ment practices.

It is, for example, dysfunctional to treat ‘complex’ as a problem that requires fixing, instead of treating
it as crucial information about the unfixable characteristics of the system that requires managing. Treating
the terms error, unexpected, improvization, different or diverse as problems that require fixing may be
appropriate in simple and complicated domains, but this is dysfunctional as a general rule in the complex
domain, where emergent phenomena such as major accidents belong. This would convey a notion of man-
agement reduced to a ‘plan-do-check-act’, understood as a predictable sequential and formalized approach,
and emphasizing the administrative aspects of management. This would convey the idea that a tractable
safety state could be shaped with appropriate tools, with documented norms and pre-determined practices,
and by means of constraining, directing and controlling human resources to ‘do things right’. This would
increase bureaucracy, complicate interactions and install rigidities that hindered adaptation, learning and
development.

Norms pertaining to the prevention of major accidents tend to expect the demonstration of risk over-
sight and risk control, as well as demonstration of risk and uncertainty reduction to as low a level as is
reasonably practicable. They may not expect the demonstration of a chronic awareness, of understanding
the limits of current risk overviews and controls, of understanding risks taken and risks induced, although
this is highly relevant for effectively avoiding a major accident. The injunction to ‘demonstrate’ risk over-
sight and control may be perceived as being positively laden, while the terms ‘risk’ and ‘uncertainty’ may
be perceived as negatively laden. Thus, practices may favour tools that measure risk and uncertainty, and
reducing representations of risk and uncertainty may become the main objective to pursue. This paves the
way for misunderstandings about the extent, objectivity and stability of risk oversight and control.

The tone of words and expressions may also divert attention from considering crucial knowledge as
relevant to the prevention of major accidents. Talking about learning from failures is perceived positively
and obscures the need to consider learning to fail, as well as experimentation. Discussions about improv-
ing overview and control may prevail at the expense of discussions about adaptive capabilities and the
need for slack highlighted by March (1994), as well as scholars concerned about systemic accident models.

3.1.5. Distinction-making

A fifth angle of approach is to consider whether the language in use is precise enough and allows for cate-
gorizing and prioritizing.

Language allows for articulating different characteristics more or less precisely. Some words are useful
but not precise enough. For example, the word ‘bird’ does not communicate the difference between an
albatross and a raven. Weick (2012) addresses this issue by drawing attention to the safety criticality of
‘distinction-making’. It is therefore relevant to consider how coarse or fine-tuned the language in use may
be and whether it could be beneficial to increase the level of precision.

It is, for example, crucial to be able to distinguish between ‘complicated’ and ‘complex’, as it permits
characterizing a challenge, making reasonable assumptions, choosing appropriate models and avoiding
unnecessary complications. Being able to distinguish a linear from a non-linear phenomenon is useful,
because it permits a more precise understanding of the nature of the challenge and making appropriate
choices. Distinguishing the means from the ends is useful for avoiding dysfunctional ‘tick-the-box’
approaches to system safety. Being able to distinguish a robust solution from a resilient one is useful, as
they respond differently in the face of harmful influences, address different needs and offer different forms
of protection. Being able to distinguish accident from accidental risk is useful to avoid treating accidents
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or their absence as risk indicators. Being able to distinguish risk from risk representations is useful for
avoiding an over reliance on predictive tools, underestimating the pervasive and dynamic nature of risk
and repressing the integration of risk management. Being able to distinguish analysis from management is
useful to avoid limiting risk management to the use of risk analyses, thereby disconnecting risk manage-
ment from other processes. Being able to distinguish aggregation from integration is useful for disconnect-
ing the right processes or for understanding the limitations of sequential risk analyses and aggregated
performance records. Being able to distinguish effectiveness from efficiency is useful because it affects the
values and ambitions underlying risk-management practices. Being able to distinguish what is necessary
from what is sufficient is useful for understanding the limits of risk overviews and controls. Being able to
distinguish systemic from idiosyncratic issues is useful because they require the intervention of different
risk owners and different kinds of solutions. Being able to distinguish between wants, needs, musts and
cans, permits getting priorities right among relevant choices by enabling a focus on needs and functions
rather than preferences.

3.2. The functions

Looking at norms, tools, processes and objectives is about looking at what the language is used for, what
functions it supports. This informs about what current practices deem as being necessary to rely on and
carry out in order to prevent major accidents.

3.2.1. The users and the usage

A sixth angle of approach is to consider who uses language that is deemed important for the prevention
of major accidents and to what use the language is put. A language is instrumental in connecting individ-
uals and entities about what is deemed necessary. Important information about current practices may be
identified by looking at which interactions are believed to be relevant for the prevention of major acci-
dents and what these interactions concern. What is considered to be a safety-related conversation and
who engages in such conversations? This may demonstrate that interactions about the prevention of major
accidents are mainly vertical and that conversations that are deemed relevant primarily concern the design
and operation of installations, including related errors, non-compliance and incidents. It may reveal that a
lot of processes are not considered relevant to system safety, for example, processes about how to adapt to
a financial and industrial context, about strategic decisions, about contracts and alliances, processes aimed
at improving cost-effectiveness, about regulations and regulatory controls, about lobbying and communica-
tion strategy, etc.

It may demonstrate that some individuals and entities concern themselves with what others do with
system safety, what others should do, what others should learn, and that they pay less attention to their
own performance in their role and function. Some may believe that they do not work with issues that are
relevant to system safety and are not aware that what they do impact crucial framework conditions for
what happens on installations. It may reveal a pervasive belief that issues concerning system safety are dis-
connectable from other matters and the concerns of safety specialists, risk analysts or those working with
issues concerning technical, operational or organizational issues on the installations. It may become appar-
ent that what the organization believes it knows about system safety relies heavily on indicators that con-
cern performance in operations. This would reveal the need to address fundamental assumptions about
current practices and to develop information about institutional settings in order to be able to address sys-
temic issues and avoid burdening operational levels with dysfunctional constraints.

3.2.2. The norms

A seventh angle of approach is to consider the language that characterizes the norms that are deemed cru-
cial for preventing major accidents.
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It may, for example, be useful to consider the language used in norms that address the types and func-
tions of the risk assessments that are deemed relevant, and the conditions deemed necessary for ensuring
the functionality of such assessments.

These norms may use certain elements of vocabulary mentioned earlier and create significant misun-
derstandings about the information effectively provided by such tools. This concerns, for example, the
terms ‘event’, ‘risk of a major accident’, ‘cause and effect’.

How the notion of risk analysis is distinguished from the notion of risk management may inform both
about how current practices understand the notion of management and risk management. It may be par-
ticularly informative to look at how they position the notion of risk analysis in relation to the notions of
management tools, enablers, processes and objectives, stakeholders, internal and external context. This
may lie at the source of oversimplifications, such as limiting risk management to risk assessment and nar-
rowing contextual considerations to what matters to a particular risk assessment, instead of what matters
for system safety and management purposes.

The name of tools that appear in norms may be as follows: event trees, FMEA (failure modes and
effects analysis), HAZID (hazard identification study), HAZOP (Hazard and operability study), design
review, QRA (quantitative risk analysis) or TRA (total risk analysis). The extent of the limitations of these
tools with respect to the prevention of major accidents may be unclearly formulated. This could lead to a
significant blind zone in risk management practices by creating the impression that these tools have the
potential to enable an appropriate understanding and handling of the risk of major accidents. It may
reinforce a number of dysfunctional beliefs. For example, it may reinforce the assumption that major acci-
dents are component failures that accidental risks are confined to the design and operation of installations
and that such risks may be understood and handled appropriately regardless of how the rest of the busi-
ness is conducted. Emphasis on analytical processes may reinforce tendencies to zoom in on details
regardless of contextual influences, thereby obscuring systemic issues, with the risk of repeatedly treating
the wrong problems.

Emphasis on formal, sequential processes may over-communicate risk management as a technical
issue and under-communicate risk management as integrated in what agents do in a socio-technical sys-
tem. This may overexpose certain agents and processes at the expense of others. Improvements to risk-
management practices may emphasize what risk analysts, experts and decision-makers could improve in
risk-assessment processes, and focus mainly on top-down improvement processes. This may obscure
what other agents could improve, how to improve the conditions for prudent agency in the system and
what any agent could improve in own sense-making and interventions, wherever they are in the socio-
technical system, and whoever they are. Emphasis on formal processes may under-communicate the
value of informal processes in complex systems. It may divert attention from the need for agents to rec-
ognize risks in practice, continuously, in real time, in a dynamic environment and with limited fore-
sight, including in the absence of risk analysts and without a pre-defined recipe that describes how risks
should be recognized, labelled or handled, including without leaving written traces. This may reinforce
the externalized processes of risk management at the expense of internalized reflective processes, empha-
sizing what Weick (2012) calls knowledge by description, at the expense of knowledge by acquaintance,
which enables context-relevant insight, paying attention to changes, unexpected events or patterns, new
or unfamiliar cues.

Through their focus on concepts such as ‘acceptance criteria’ and ‘ALARP’, the norms may convey
the idea that risk cannot be managed if it is not duly labelled as such and explicitly expressed. This
may limit risk management to a series of sequential formal processes for devising the necessary risk
expressions and limit the enhancement of risk-management practices to improve the models, data and
tools used to express risks. This may under-communicate the fact that risk sources and events emerge
independently of our ability to describe and document them, that many risks do not ‘wait’ to be ana-
lyzed and handled before they pose a problem and that risk management is not meant to ‘stop’ between
risk analyses.
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3.2.3. The representations

An eighth angle of approach is to consider the representations conveyed by the language used in current
practices. As highlighted by Power (2007), managing risk critically depends on systems of representation
and framing instruments. For example, quantitative risk analyses use probabilities to express risk, and
what such risk measures are believed to represent is critical. It may appear that current practices do not
distinguish between risk measures and risk, and view differences between risk measures before and after
risk reduction as evidence of risk control. Assuming that both the risk of a major accident and the effect
of barriers to that risk are knowable encourages complacency and reflects what Power (2007) calls a calcu-
lative ‘grammar’ of risk management. It conveys the idea that risk and safety are commodities and justifies
acting as if one knows how much safety one has, how much more one needs and when one has a suffi-
cient amount of safety. This makes provision for an accounting approach to system safety, in which the
cost of a safety measure is deemed justified based on its calculated impact on a calculated risk.

It may also be informative to look at what established performance indicators are believed to represent.
It may reveal that incidents and non-compliance are viewed as reliable indicators of risk and risk-manage-
ment performance. This would entertain the belief that what has happened up to now in the system is
representative of what may happen going forward, and the absence of occurrences up to now could be
viewed as a good omen for the future. This would make provision for a reactive approach, in which no
improvements to safety practices are deemed necessary before evidence of failure exists.

The visual representations used in current practices may be informative. For example, the bow-tie
model gives a visual representation, which has been widely used in risk-management practices in the oil
and gas industry since the Piper Alpha accident in 1988. It supports discussions about accident scenarios,
plausible issues and relevant preventative or mitigating solutions. It may be useful to consider how it is
used in practice in order to clarify whether and where a disruption may be beneficial. It may appear that
they are centred in practice on a generic list of accidental events that may occur on installations, and on
certain particular consequences of such events, and that they support discussions about the statistical
occurrence of events and failure rates of different barriers, both before and after improvement measures
have been implemented. This may be intentional and it is therefore pertinent to look more closely at how
models are selected and how information from such processes is used. This may reveal that current practi-
ces do not discuss contrasts between different domains and therefore use models to address complex
issues that are only appropriate in simple and complicated domains. The bowtie model is appropriate
where the machine metaphor is applicable, for addressing component failures and cause-effect relation-
ships, but offers no help in discussing issues that may emerge from independent events, occurrences and
circumstances.

3.2.4. The rules of thumb

A ninth angle of approach is to consider whether the language that permeates current practices expresses
rules of thumb that are coherent with the aspiration of preventing a major accident. As major accidents
are system accidents, they depend on functional agency and functional interactions between different
agents in a socio-technical system. Although it is crucial that individuals and entities adopt a language
that corresponds to their respective area of responsibility and functions in that system, common represen-
tations are necessary to enable beneficial coherence. Looking at rules of thumb in current practices
informs about common representations of how major accidents are understood and what is deemed rele-
vant, normal, desirable, adequate, sufficient, sustainable, certain, knowable, controllable, tractable, etc.
Rules of thumb support what we think per default and, as highlighted by Kahneman (2011), this includes
when it is necessary to switch to a more reflective and active mode. Thus, rules of thumb are necessary
simplifications and necessary rigidities, but they are beneficial in our context only when they are coherent
with the aspiration of preventing major accidents.
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Current rules of thumb may rest on limiting associations, such as limiting major accidents to compo-
nent failures, limiting risk management to the performance of formal risk assessments, limiting risk to
risk expressions or limiting system boundaries to the lowest parts of a socio-technical system. They
may rest on the assumption that what matters to system safety is labelled as such, thereby systematically
disconnecting the prevention of major accidents from managing the business in a high- risk company.

Current rules of thumb may also create limiting associations. For example, they may support a binary
approach to risk reduction and not support contextualizing. Discussions about reducing risk may automat-
ically consider increasing restrictions and formalities, without considering the possibility that fewer restric-
tions and fewer formalities may be more appropriate. Agents may automatically consider more norms and
more detailed norms, not less norms and more functional norms, and may systematically examine the
option of more unification, not more diversity. They may automatically direct risk reduction within the
system boundaries of the risk analysis and systematically neglect systemic issues or the option of obliquity
discussed by Kay (2011). Targeting recruitment in a support function may give better results than writing
a new operational procedure, just like targeting hunger may give better results than chasing calories.

Current practices may appear to be dominated by ‘either/or’ considerations and ‘whether-or-not’ ques-
tions, showing a propensity for binary thinking and de-contextualization. For example, a practice may be
more apt to consider whether a subsea detection system is necessary and expect a clear answer (either
necessary or not), instead of asking by default ‘when’ it will be necessary, considering that it might be
necessary in certain situations, but not necessarily in all situations. Many choices cannot be pre-defined
and must remain open to both one option and its opposite. Binary thinking and de-contextualization are
oversimplifications that make provision for the use of standardized solutions where inappropriate
and obscure the need to adapt and continuously strike a balance between contradictory needs. It is, for
example, necessary to continuously balance risk control and risk taking, prediction and improvization,
balance centralization and decentralization, control and trust or formalization and non-formalization.
System safety is not a choice between a robust and a resilient system, as both robustness and resilience are
necessary in complex systems. Robustness is needed to sustain and resist negative effects and resilience is
needed for adaptation or transformation when confronted with multiple negative effects or disturbances.

It may appear that some issues could benefit from heuristics that encourages a more functional
approach. Given the dangers of an expression such as ‘the risk of major accidents’ mentioned earlier,
some questions may be asked per default. For example, questions such as ‘risk of what?’ may be useful for
bringing clarity to risk management, communicating what has been addressed and what remains to be
considered. It may help reveal a wider range of potential consequences for the same events, compared to
what may be the case in risk analyses. The same events could, for example, pose a threat to the workforce,
the environment, assets, production, flexibility or reputation. This may help expose the multiple functions
of particular barriers, thereby better understanding their importance, and provide a stronger argument for
the priority they deserve. Questions such as ‘risk to whom?’ or ‘low risk to whom?’ may reveal critical
information, help take into account internal and external stakeholders better, shed light on a wider range
of consequences and help consider problems both in the shorter and the longer term. Asking certain ques-
tions by default may also improve the appraisal of uncertainties and ambiguities and combat complacency.
Questions about the advantages of decisions may be coupled to questions about their disadvantages, and
questions about what risks are being reduced may be automatically coupled to questions about what
risks have been taken and what risks are being induced. Conversations around performance indicators
may systematically address what these do and do not inform about.

3.3. The context in which the language is spoken

A tenth angle of approach is to consider the context in which the language is spoken in order to clarify
the current conditions for disruptive intelligence in the system. Disruptive intelligence is a term generally
used when considering the conditions for adapting a business to innovations that have the capacity to
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dramatically transform the business. It is also a term that may be functional in safety management practi-
ces, as Turner (1976) characterizes major accidents as large-scale intelligence failures and focuses on the
need to disrupt the conditions that allow such accidents to occur. The language that permeates current
risk-management practices may inform about the system’s ability to question what needs to be questioned
and disrupt what needs to be disrupted in order to avoid system failure.

By approaching major accidents as system failures rather than component failures, the functional per-
formance of the entire socio-technical system becomes more important than an idealized, error-free per-
formance of its parts. It is therefore useful to assess whether the language that permeates current risk-
management practices exhibits tendencies to disconnect what is connected. This may be apparent in risk
assessments, when encouraging risk assessments that focus on one operation at a time, one installation at
a time, one type of risk at a time, one risk-reducing decision at a time, one risk at a time, one perspective
at a time, etc. It may also be apparent in investigative processes, when focusing on one accident on one
installation at a time, or in norming processes, when addressing one barrier at a time or one barrier func-
tion at a time. Such de-contextualization, disconnection and isolation of issues may be an institutionalized
obstacle to beneficial disruptions.

Considering organizational structures may be pertinent, as they both reflect and affect the functionality
of institutional settings. They may, for example, consolidate a language that disconnects safety and envir-
onmental issues throughout the system, maintaining institutional settings that obscure the benefits of bal-
ancing investments in accident prevention and damage control.

The language used in norms may create institutional settings that do not encourage important types of
disruptions. Norms pertaining to investigations after incidents and accidents may limit the scope of inves-
tigations, narrowing the insight to parts of a socio-technical system and thereby actualizing fewer, less
effective disruptions. They may favour disruptions at the sharp end of the business and reinforce dysfunc-
tions at the blunt end of the business. Norms pertaining to risk management may not address risks inher-
ent to the language that permeates risk-management practices. They may therefore encourage disruptions
that affect technology and procedures rather than disruptions of assumptions, expectations, aspirations or
interactions. They may motivate the system to focus on compliance with norms and standards rather than
on functionality in context and on coherence with the aspiration to prevent a major accident.

Disruptive intelligence is not only about disrupting what is dysfunctional with respect to the prevention
of major accidents, it is also about conserving what is functional. It is about distinguishing between what
is functional or dysfunctional at a system level, not at a component level. Some agents at the blunt end of
a socio-technical system are pivotal to institutional settings. Corporate management and the safety author-
ities are in such a position. The language they use is a significant risk source, as it will have a major
impact on the language used by many other agents in the system and on their motivation to balance dis-
ruption and conservation at their level. Furthermore, interactions between pivotal agents are crucial for
balancing disruption and conservation in institutional settings.

Given that the prevention of major accidents concerns agency in a socio-technical system, the diversity
of the language in such a system informs about institutional settings. Are there many ‘dialects’ in the sys-
tem? If the language for appraising the relevance, criticality and stability of risks is unified across a system,
this is a sure sign of dysfunctional settings. For example, it would create a significant blind zone in
risk management if the different levels of a socio-technical system were to discuss the same performance
indicators, as it would divert too many agents from appraising performance within their own area of com-
petence, influence, and responsibility. Institutional settings with a uniform language would not only be
unfavourable for mobilizing and connecting the range of risk owners needed for recognizing and handling
the range of actual risk sources in such a wide system, they would also repress beneficial disruptions.
Critical thinking, the confrontation of different perspectives and disagreements are necessary for prevent-
ing major accidents. Different ‘dialects’ are necessary for enabling beneficial disruptions. Weick and
Sutcliffe (2011) encourage to be mindful of labels and expectations, thereby advocating critical thinking,
remembering that complex systems are dynamic and may require a departure from currently accepted
labels and routines. As discussed by Aven and Renn (2010), it is necessary to address risk from different
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perspectives, economical, technical, operational, administrative, cultural or psychological. Different risk
owners need different tools and different perspectives on risk in order to be able to address the risks that
are relevant to them, given their role and function in the socio-technical system. The confrontation of dif-
ferent perspectives and different interests is the confrontation of different “dialects” that concern the pre-
vention of major accidents, and acts as a fertilizer of institutional settings, whether or not an individual
confrontation results in agreement, implies misunderstandings, or results in an adequate decision.

Given the diversity of perspectives and interests in a socio-technical system, it is inevitable that words
spoken in a particular context have a tactical rather than an informative value. This may blur the picture
of what needs to be conserved or disrupted. For example, if certainty about overview and control of the
risk of a major accident is expected, certainty may be fabricated to fulfil expectations, rather than to
describe the actual insights and risk management interventions. Thus, what is said ‘on stage’ may vary
from what is said ‘off stage’. This difference may be intentional, and it may also be beneficial. What is dis-
rupted and conserved ‘on stage’ may differ from what happens ‘off stage’, and in some cases what happens
‘off stage’ should be different, in order to be coherent with the aspiration of preventing a major accident.

4. The language of complexity in practice

Dekker (2012) posits language as an instrument for improving the premises of existing practices, so that
they reflect the complex nature of major accidents. He particularly highlights the need to become ‘more
open to the complexity, the dynamics, erosion and adaptation that marks socio-technical systems’.

4.1. Language as a framing instrument

Dekker (2012) is concerned that current risk-management practices do not appropriately address the com-
plex nature of major accidents. This concern is shared by many, including Perrow (2011), Rasmussen
(1997), Weick and Sutcliffe (2011) and Hollnagel (2014), and the relevance of this concern is confirmed
by many investigative reports, for example, after the Texas City explosion (TC 2007 a, b) and DWH
(2011, 2016). Recurrent questions appear to be concerned about whether, in practice, major accidents are
treated as though they were component failures, as though their prevention relied on preventing compo-
nent failures one by one, and as though component failures at installations could be prevented in isolation
from their context.

An acceptance that major accidents are emergent phenomena instead of component failures imposes a
much wider framing for what the prevention of major accidents requires. This directs attention to crucial
issues, such as how current practices set system boundaries, what is defined as relevant to the prevention
of major accidents within these boundaries, what uncertainties are taken into account, what is believed
realistic to achieve and whom is deemed important to mobilize.

These issues have been at the core of the method applied to this article (ref. Section 2), at the core of
the questions assessing how language may affect risk-management practices (ref. Section 3) and at the
core of the 10 propositions outlined in Section 4.3. Language can indeed be an instrument for framing
current practices and for assessing how well they reflect the systems thinking approach necessary to pre-
venting major accidents effectively.

4.2. Language as a safety monitoring instrument

By positing language as a framing instrument, Dekker (2012) also posits language as a safety monitoring
instrument. If language reflects framing conditions, then language reflects more or less functional condi-
tions for preventing the emergence of a major accident. Language is therefore a useful marker of limiting
perspective and can be used to expose systemic dysfunctions in risk-management practices. Thus, it makes
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provision for considering other types of safety indicators than traditional safety indicators based on
accounts of non-compliance, incidents and accidents.

Language and adaptive capabilities: Dekker (2012) highlights, for example, the importance of reflecting
‘complexity, the dynamics, erosion and adaptation that marks socio-technical systems’. In this respect it is
interesting to note that the same terms have been used in the prevention of major accidents for at least
the last thirty years. These are terms such as hazards, events, risk, risk analysis, risk assessment, risk evalu-
ation, risk reduction, risk acceptance, ALARP principle, risk monitoring, barriers and key performance
indicators (KPI). These terms have essentially been used in the same way in practice and are currently still
at the core of improvement processes deemed necessary in the aftermath of major accidents. The main
idea is that the risk of a major accident is deemed knowable on the basis of predictions of hazards and
events on the installations, such knowledge is deemed justifiable by the use of risk analyses and KPIs and
such risk is deemed controllable through barriers that ensure asset integrity.

The stability of language over time may be a matter of concern from a system safety perspective. Major
accidents are emergent phenomena that develop over time in complex systems. As complex systems are
dynamic systems, the management of such systems must also be dynamic and adaptive. Language supports
representations of reality, and this reality is dynamic. Language may therefore be considered as a marker
of the capability of institutional settings to adapt to the context and evolution of the environment.

Language and preparedness: It seems pertinent to question whether the stability of language reflects a
degree of inertia in adapting risk-management practices to new risks following technological and societal
developments. As early as 1984, Perrow (2011) drew attention to the safety criticality of increasing com-
plexity resulting from automation, globalization, the development of financial systems and new informa-
tion technology.

The increasing complexity in high-risk industries was confirmed by OECD (2003) and Le Coze (2017).
More recently, the so-called disruptive technologies have been much discussed, as these are expected to
alter how businesses are conducted, how people interact and how societies function. In this respect,
McKinsey (2013) highlights, for example, a number of technologies related to the internet, artificial intelli-
gence, automation, genomics, energy storage, advanced materials, renewable energy, material technology
or 3D printing.

These technologies are what Dekker (2012) characterizes as unruly technologies, introducing and sus-
taining major uncertainties. These developments imply that systems grow in size, the number and the
diversity of the functions they serve increase, their ties to and dependencies on other systems increase, the
predictability and controllability of interactions and outcomes decrease. While there are a number of
reflections for understanding the implications of disruptive technologies for management, such reflections
do not seem to address their implications regarding the prevention of major accidents, and practices
remain essentially unaffected.

Language and learning: It also seems pertinent to question whether the stability of language reflects a
degree of inertia when it comes to improving risk-management practices in the light of experience and les-
sons learnt from major accidents. Turner (1976) argues that major accidents can be viewed as a ‘cultural
disruption’ in the sense that they reveal a significant disruption of what a system believes about itself,
about its oversight, understanding and control. This makes provision for looking for the conditions neces-
sary to disrupt the emergence of such ‘cultural disruption’. On this basis, Power (2007) summarizes that a
major challenge for the prevention of major accidents is to foster “disruptive intelligence” and eliminate
“perfect place arrogance” in risk management. The evolution of language can therefore be considered as a
marker of disruptive intelligence, necessary for the disruption of dysfunctional beliefs in risk management
practices, identified through the ‘cultural disruption’ provoked by major accidents.

Language and the health of a socio-technical system: Based on the above, it is relevant to consider
whether the stability of language over time may indicate a lack of disruptive intelligence. The first notice-
able point is that risk management practices do not appear to become more effective in preventing major
accidents. In a report on emerging systemic risks, the OECD (2003) demonstrates that the number of
‘technological disasters’, such as explosions, fires, and transportation accidents, has increased consistently
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since the 1970s. It also demonstrates that these accidents have more negative consequences in terms of
fatalities and costs, including economic and environmental losses. Similarly, as highlighted by, for example,
Le Coze (2013) and DNV GL (2015), no evident progress has been made over the last thirty years in our
ability to prevent major accidents. This conclusion applies across very different high-risk industries,
including the oil and gas industry.

Considering the investigative reports after the Texas City (TC 2007 a, b) and DWH (2011, 2016) acci-
dents, it is clear that decades of experiencing major accidents within one single company did not help
lessen the ‘cultural disruption’ experienced by corporate management each time a major accident occurred.
Nor did it result in beneficial disruptions in the institutional setting framing the prevention of major acci-
dents in the company in question. In 2007, the Baker Panel noted ‘A substantial gulf appears to have
existed (-) between the actual performance of BP’s process safety management systems and the company’s
perception of that performance’. In the report issued in 2016, the same auto-satisfaction in risk-manage-
ment practices ex ante is exposed, encountering the same bafflement about the magnitude of the gap
between beliefs and reality ex post. Major accidents do not appear to trigger disruptions at an industry
level, either. Following the DWH accident in 2010, the oil and gas industry in the USA continues to resist
regulatory changes with the same arguments that have succeeded in blocking regulatory improvements
since the Piper Alpha accident in 1988. Major accidents do not appear to function as effective drivers for
improving ‘disruptive intelligence’ within existing perspectives, even though such disruption is needed.
Thus, addressing a stable element such as language contains the promise of resolving a number of sys-
temic issues.

In conclusion, the stability of language in risk-management practices over thirty years may be raised as
a relevant matter of concern. It may indicate rigidities in institutional settings, adaptation and learning,
what March (1996) may qualify as an imbalance between the exploration of new possibilities and the
exploitation of old certainties. This brings to light the fact that a functional language is a dynamic lan-
guage that enables beneficial disruptions in risk-management practices, so that they become and/or remain
relevant and effective in a dynamic environment. The recommendation from Dekker (2012) to critically
review current practices seems therefore pertinent, in all practices and at any level in a socio-tech-
nical system.

4.3. How to assess the language used in current practices?

Dekker (2012) recommends reviewing current practices critically and he posits the language in use as an
angle for approaching such a critical assessment. How this can be achieved in practice can follow the
same approach as the one we use in Section 3.

We suggest observing the language used in artefacts of current practices such as norms, standards or
investigation reports, and appraising it in relation to references in literature or empirical studies that
reflect knowledge that is deemed reliable and compatible with the complex nature of major accidents. We
recommend that assessments cover the vocabulary in use, the functions of that vocabulary and the context
in which the vocabulary is defined, confined and used. We propose the same 10 angles of approach, con-
sidering the following:

1. How crucial words are used, and how they affect the framing of risk-management practices.
2. What words are not used and where it may be beneficial to enrich the existing language.
3. Whether some expressions may create misunderstandings.
4. How words are perceived in current practices.
5. Whether the language is precise enough and permits categorizing and prioritizing.
6. Who uses the language and how it is used.
7. What the language conveys in the norms that frame the prevention of major accidents.
8. What the language conveys in the models currently in use.
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9. Whether the language conveys rules of thumb that are coherent with the aspiration of preventing a
major accident.

10. What the context in which the language is spoken encourages or represses.

The appraisal of current practices from different angles through the lens of language provides valuable
information about how well adapted they are to the complex nature of major accidents, eventually high-
lighting where changes are necessary. These assessments can therefore bring current practices in coherence
with the aspiration of preventing a major accident. They may encourage a more functional account of the
reality that needs managing and a more realistic understanding of what is known and controlled. They
may enable the continuous disruption necessary for adapting risk-management practices to new challenges
and new knowledge.

Encouraging a language of complexity is not a matter of replacing the existing language with another,
it is about expanding this language, widening the array of ideas, words, reflections, conversations and
questions in use. The point is to enable the recognition of a wider range of risks, a better and earlier
understanding of their relevance and significance, and to consider a wider repertoire of tools, models and
measures to appraise and handle risks more effectively.

The language that permeates an organization’s practices is also an interesting way of approaching com-
placency issues. How the language evolves may reflect adaptive and learning capabilities, and it may
inform about how concerned an organization is about disruption, where it looks for disruption, as well as
the sort of disruption it emphasizes and regards as beneficial.

Furthermore, language not only affects the system, but also reflects the system. Focusing on language
may therefore help address systemic issues in the prevention of major accidents. Accepting that major
accidents are emergent phenomena directs attention to interactions within the boundaries of a wide socio-
technical system. Many different players in this system can benefit from evaluating their own current
approach through the lens of language. Improving their own contribution to the system may yield better
results than their attempts to change others player’s practice.

Assessments across the socio-technical system may also reveal how certain practices may limit the
framing of other practices or how practices in certain parts of the system impair the flow of safety- critical
information. Focusing on language may help mobilize risk owners more appropriately throughout the sys-
tem or improve how they take ownership of their risks in practice.

5. Conclusions

This article does not concern language as such, but the functions of language from the point of view of
safety science. We identify how language reflects and affects the institutional settings in which this lan-
guage is spoken, and how it informs on crucial conditions for preventing a major accident. We demon-
strate how it informs about current risk-management practices, what is in the frame and what is missing,
what is functional and needs to be conserved, what is dysfunctional and needs to be disrupted. We also
discuss how it informs about whether an organization views current practices as a risk source, how con-
cerned it is about disruption, where it looks for disruption, as well as the sort of disruption it emphasizes
and regards as beneficial. We argue that language is a marker for an organization’s propensity for compla-
cency and inertia, both recognized as significant prerequisites for the emergence of major accidents.

We propose 10 different ways of assessing language in current practices and provide many examples of
symptoms of dysfunctions and improvement areas that may be identified. We draw attention, for example,
to possible limitations in the understanding of common words, such as event, cause, effect and system, or
to the possible absence of words that it may be useful to introduce, such as risk source, risk owner
or iatrogenic.

A language of complexity is not a separate special language that is only spoken by some agents
for addressing particular issues. It is simply the language needed to support a functional agency in a
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socio-technical system. A functional agency is functional with respect to many interdependent objectives.
Being functional with respect to preventing a major accident cannot be separated from being functional
with respect to achieving operational objectives, compliance objectives, financial objectives, environmental
objectives, reporting objectives or strategic objectives. A language of complexity supports agents in a sys-
tem to fulfil their respective functions in coherence with the knowledge that major accidents are emergent
phenomena and with the aspiration to prevent such accidents.

Seeking to characterize the language of complexity recommended by Dekker (2012), we conclude that
it is a language for ‘getting real’ in the prevention of major accidents and a language for combating
complacency and inertia.

It is a language that defines boundaries for prudent practice by rejecting oversimplifications. It excludes
the reduction of major accidents to component failures and confines what matters to system safety to def-
inite parts of a socio-technical system. It rejects the idealization and dehumanization of what needs to be
managed. It rejects the application of the machine metaphor to anything and everything. It problematizes
oversimplifications and rigidities. It turns down claims or expectations of certainty in risk issues. It rejects
the assumption that everything is tractable, objective, stable, knowable, measurable, predictable and con-
trollable, including what people think and do. It directs attention to the normality of imperfection, uncer-
tainty, unsustainability and ambiguity, to the normal limits of what is knowable, controllable and
achievable. It is a language for harnessing what ‘is’ rather than what ‘should be’. It recognizes that gaps
between ‘is’ and ‘should be’ are the norm rather than the exception and that many instances of ‘should be’
should not be permanent.

It is a language that sets priorities. It emphasizes a continuous search for coherence with the aspiration
of preventing major accidents, rather than seeking compliance with norms and pursuing non-compliance.
It emphasizes the coherent performance of the whole, rather than the perfect performance of the parts.
It encourages contextualization, rather than standardization. It values functionality in context, rather than
compliance or conformity. It encourages compliance with needs, rather than compliance with norms.
It encourages continuous awareness, rather than sequential formatted assessments. It directs attention to
current dispositions and future ambitions, rather than current performance. It emphasizes the necessity of
balancing contradictory needs, rather than problematizing contradictions and ambiguities. It encourages
rigidities set on values and aspirations, rather than rigidities set on beliefs, assumptions, expectations and
particular solutions.

It is a flexible and dynamic language. It has many ‘dialects’ in order to adapt to the different needs of
different agents with different functions in different systems. It evolves in order to reflect changes in the
internal and external context of a particular system. It supports disruptive intelligence, encouraging critical
thinking, dynamic interactions, diversity, as well as reflective and self-reflective processes.

In conclusion, developing a language of complexity is an ongoing adaptive process that aims to support
risk management practices to become, be and stay relevant for achieving an organization’s objectives –
one of them being to prevent a major accident.

This work gives credit to scholars that have relentlessly sought to direct attention to the necessity, the
urgency even, of applying systems thinking in safety science. This article provides a concrete example of
how current practices may identify how near or far they are in relation to applying systems thinking at a
practical level, and how they can improve in this particular area. It demonstrates that there are many
safety assessments that are not assessments of compliance, and many safety indicators that are not based
on counting non-compliance, incidents and accidents. Further research is necessary to support practices in
their efforts to address systemic issues, including dysfunctions such as ‘chasing out disorder and uncer-
tainty, looking for completeness, separating what is linked, unifying what is diverse and maintaining a bin-
ary judgment (either/or)’ Morin (2008).

Note

1. https://www.merriam-webster.com/dictionary/language.
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